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NEWTON’S METHOD FOR OVERDETERMINED
SYSTEMS OF EQUATIONS

J. P. DEDIEU AND M. SHUB

ABSTRACT. Complexity theoretic aspects of continuation methods for the so-
lution of square or underdetermined systems of polynomial equations have
been studied by various authors. In this paper we consider overdetermined
systems where there are more equations than unknowns. We study Newton’s
method for such a system.

I. INTRODUCTION

Complexity theoretic aspects of continuation methods for the solution of systems
of polynomial equations have been studied by Renegar [I1], Smale [20]-[22], Shub
and Smale [15]-[19], and Dedieu and Shub [4]. These papers have considered square
or underdetermined systems. In this paper we consider overdetermined systems,
where there are more equations than unknowns. We study Newton’s method for
such a system and then apply it to the elements of a path in the space of problems
to produce a path of solutions. This is the approach of Renegar, Smale, Shub-Smale
and Dedieu-Shub referred to above.

A) Newton’s method: The affine case. We study here Newton’s method to
find the zeros of an analytic function

f:E—TF

with E and F two real or complex Hilbert spaces. In fact the domain of f may be
an open set in E but, with abuse of notation, we continue to write f : E — F.

For a continuous linear operator A : E — F with closed image, the Moore-Penrose
inverse of A is the composition of two maps

At F—E, At =in,

where 7 is the orthogonal projection onto im A and i, defined on ¢m A, is the right
inverse of A whose image is the orthogonal complement of ker A in E. When A
is injective with closed 1mage. then AT = (A*A)~1A* with A* the adjoint of A.
When A is surjective, then AT = A*(A4A4*)~1.

Newton’s method is defined, when D f(z) has closed image, by

Ny(z) =z — Df(2) f(2),
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and Newton’s sequence starting at x is given by x; = NJ’f(x) In the rest of this
section we suppose that D f(x) is injective and has a closed image or, at least, lies
in the considered domain.

When Newton’s sequence converges to ¢ € [E, then ( satisfies the three following
properties (which are clearly equivalent):

L. Df(¢)Tf(¢) =0,

2. f(¢) € im Df(Q)*,

3. ( is a stationary point of the gradient of F(z) = || f(x)|?, i.e., grad| f({)||* =
0, but f(¢) is not necessarily equal to zero.

The stationary points of grad F(z) are related to the nonlinear least squares
problem

: 2
min || f(2)]%

so that Newton’s method provides a way to compute its solutions. Notice that this
iteration doesn’t require the computation of the second derivative D? f(z).

This method to solve the nonlinear least squares problem was originally intro-
duced by Gauss in 1809 is called the Gauss-Newton method in the literature: see
Seber-Wild [13] and Dennis-Schnabel [5].

The convergence properties of Newton’s sequence have been studied in two differ-
ent contexts: Kantorovich-style theorems (see for example Ostrowski [10], Ortega-
Rheinboldt [9]) using data in a neighborhood of a root, and Smale’s a-theory using
data at one point (Smale [22], Royden [13], Wang [25], and Shub-Smale [T5], 18] [T9]
for the case n > m and Df(x) onto; see also Blum-Cucker-Shub-Smale [2]). We
follow here the second point of view. Smale’s a-theory involves three invariants,
which are

a(f,x) = B(f,x)v(f, ),
B(f.x) = |Df(2) ()],

+(f. ) = sup [ D () 2L @)
k>2 k!

1
H =

The convergence properties of the sequence IV J(ck) (x),k > 0, can be described when
Df(z) is surjective, in terms of these invariants. They need modification in the
injective case since, via D f(z)', we lose the information about the component of
f(x) on im Df(x)*. For this reason we introduce

0&1(f,13) =ﬁ1(f,$)’71(f,$),
Bi(f,z) = |Df (@) I(f @)l

kf(p =
n(s.0) = sup (10 L)

The main and well-known properties of Newton’s method in the case of surjective
derivative are

1. fixed points correspond to zeros of f, and
2. convergence to fixed points is quadratic.

We have seen that in the case of injective derivatives Newton’s method may have
fixed points which are not zeros. Convergence to these fixed points may fail to be
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quadratic, as the following simple example shows. We consider

)= (

where a € R is given. Here x = 0 is a stationary point of

x
2 +a

)7 fiR R

F(z) =2+ (#® + a)® = 2 + (2a + 1)2° + a*.
When a = 0 then = 0 is a zero of f; when a # 0 then f(0) # 0. Newton’s iterate
is given by
223 + (2a + 1)z
1+ 422
so that DN;(0) = —2a. The conclusion is clear: when a = 0 then DN;(0) = 0 and

Newton’s sequence converges quadratically to z = 0. When a # 0 and |a| < %, then
NJ’E (z) converges linearly to z = 0; when |a| > %, then & = 0 is a repulsive point

N¢(z) =«

Y

for Newton’s iteration. At a = %, DNy(0) = —1 and Ny goes through a period
doubling bifurcation. There is now a period two attracting orbit for Ny near 0,
so Newton’s method fails to converge to a fixed point near 0. For a equal 6, Ny
appears by computer experiment to have gone through a whole period doubling
cascade. Another remarkable fact is the following. Since

D?F(z) = 1222 + 2(2a + 1),

r = 0, as a stationary point of F, is a strict local minimum when |a| < 1. In

Theorem 4 below we prove a generalization of this fact. ’

Our main results on Newton’s method are of two types, gamma theorems and
alpha theorems. Gamma theorems give an estimate of the size of a disc of con-
vergence of Newton’s method about a zero. Alpha theorems give a criteria for
convergence of Newton’s method at a point from the value of alpha at that point.
Theorem 1 and 2 are gamma theorems and Theorem 3 is an alpha theorem. Let
us denote 1(v) = 1 — 4v + 202, This function decreases from 1 to 0 on the interval

0,1 2.

Theorem 1. Let x and { € E be such that f({) =0, Df(C) is injective with closed
image, and

3-V7

o=l = (0 < 25

Then Newton’s sequence Ty, = N}“(m) satisfies

1 2k_1
le=cl<(3)  lo=cl

Theorem 2. Let z and ¢ € E satisfy Df(¢)Tf(¢) =0, Df(C) injective with closed
image and

v=le—m(r0<1- 2
If
1

A=)

(v +V2(2 = v)ar (£,0)) < 1,
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then Newton’s sequence satisfies
[z = ¢l < Al =]l

Remark 1. Since v — 0 when x — (, the condition A < 1 is satisfied when

1
Ozl(f,C)<2—\/§

for any = € E in a ball around (.
For any real k > 1 we now define

AD(A)2 = 4AX3 — 4kX2(A — 1)
GO+ AN —1)

M((k)= max  m(k,\),
0<A<1— Y2

m(k, Aopt (k) = M (k).
We have the following.

m(k,\) =

Theorem 3. For any x € E, let us define Aopt = Aopt(|Df(@)||||Df(2)T|]). If
Df(z) is injective with closed image and oy (f,x) < M(|Df(z)||||Df(x)|]), then

Aopt ; ;
1) Ny maps B(z, ’Yl(f7$)) into itself,

2) Ny is a contraction in that ball with contraction constant 1 — %ff) <1,
3) there is a unique ¢ € E such that Df(¢)Tf(¢) =0 and
/\o t
-zl < P
I¢ =2 n(f;x)

Our last local result about Newton’s method is the following:

Theorem 4. Let ( € E be such that Df(C) is injective, Df(()Tf(¢) = 0 and
201 (f,¢) < 1. Then

1) ¢ is an attractive fized point for Newton’s method,

2) ¢ is a strict local minimum for

F(z) = |f ()|

We do not know if attracting fixed points for Newton’s method are always local
minima of || f||%.

We may use Theorem 1 to give a complexity upper bound estimate for continu-
ation methods. We state our result in greater generality.

First we recall that, given an analytic function f : E — F and points z,{ € E
with f(¢) = 0 and [N (z) —¢|| < 21-2% ||z — ¢|| for all k > 1, then z is called an
approzimate zero of f and ( its associated zero. Now suppose we are given a family
of analytic functions f; : E — F for ¢ € [0,1] and {; € E depending differentiably
on t such that f;(¢;) = 0 and D f;((:) is injective with closed image for all ¢ € [0, 1].
Let L¢ be the length of the curve ¢; for t € [0,1]. Let v1 = supyc(o,1 71 (ft: Ct)-

We associate to a subdivision 0 = ¢y < ¢t; < --- < t, = 1 a sequence z; for
1=0,...,pby xg =y and x;11 = thi+1 ().

Theorem 5. There is a partition 0 =ty <t; < --- <t, =1 such that z; is defined
for all 0 < ¢ < p, x, is an approximate zero for fi with associated zero (1, and

4
p= [3_7\/?7@4].
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Now we state a version of Theorem 5 in terms of the path f;. In order to do so
we require that f; be differentiable as a function of ¢. For simplicity we restrict our
attention to f; C P, the space of polynomial systems f = (fi,..., fm) where, for
each 1 <14 <m, f;is a polynomial in n variables of degree d; and (d) = (d1, ... ,dm).

Since fi(¢;) = 0 we have Dfy(G)(G) + fi(¢:) = 0. Since Df(¢;) is injective it
follows that ¢ = —Df{(¢)(f(¢))- For f € Py and ¢ € C™*, let K(f,¢) be the
linear operator mapping P4y to C" defined by K(f,{)(g9) = —Df(¢)(g(¢)) and
w(f, Q) = |K(f,¢)|l. Finally, let pn = sup, u(ft, () and let Ly be the length of the
path f; C P(d)

Theorem 6. There is a partition 0 =ty <ty < --- <t, =1 such that z; is defined
for all 0 < ¢ < p, x, is an approximate zero for fi with associated zero (1, and

_ [471uLf]
3-VT
Here P4) and C" have Hermitian products which make them Hilbert spaces, and
i, L¢, Ly are all defined with respect to the induced norms.
For estimates of y see [3]. References [2], [3] and [I§] have versions of Theorems
5 and 6 when Df is an isomorphism.

B) Newton’s method: the multihomogeneous case. Let Eq,... ,E; be com-
plex or real vector spaces and F = C™ or R™. Let E = E; x ... x E; and
((d)) = ((d1), ..., (dr)), (di) = (drs,... ,dpi) fori =1,... ,m. Then f:E — F is
multihomogeneous of degree ((d)) if and only if the ith coordinate function satisfies

k
fi(/\ll‘l, e ,)\kl‘k) = H /\?”fi(xl, e ,J)k)
7j=1

for (z1,...,2x) € E and (\1,..., ) a k-tuple of scalars, i.e., (A\1,... ,\g) € G =
Ck or R* as the case may be.

We assume throughout that f is analytic. The domain of f may be an open
subset of E, but with abuse of notation we continue to write f : E — F.

The multihomogeneous projective Newton iteration was introduced by Dedieu
and Shub [4] in the case of underdetermined systems. We will use here the results
of that paper. The iteration is defined on E but is invariant under the natural
identifications which define the product of the projective spaces P(E;) x ... xP(Ey).
Indeed this is much of our motivation in defining Newton’s iteration as we do, but
it is important to keep in mind that implementations of the method reside in E
itself!

For the rest of this section we will assume that E,F and G are complex and finite
dimensional vector spaces and that E; has an Hermitian product (,),. For the case
where E,F and G are real we would replace the Hermitian product by an inner
product. Also, we denote

E* = (E1\{0}) x ... x (Ex\{0}).
If A= (A1,..., ) € G we define
xA\:E—E
by

XAx = (/\11)17 - ,)\kl‘k).
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For z € E*, z = (z1,... ,71), we let z;- be the Hermitian complement of x; in E;,

k
xL:H:ciLCIE and V, = (zH)* CE.

i=1
Notice that V, is also the subspace of E spanned by the vectors (0, ... ,z;,...,0),i =
1,...,k. The dimension of V,, is k, since x € E*.

We now define an Hermitian structure on E, and hence on 2z, depending on z,
by

for x € E* | v, w € E. If A € G*, then x\ maps z* onto (xAz)* and
(*) (X Av, X/\w>(><)\x) = <'an>z'

Condition () says that x\ is an isometry from % to (xAz)*1 as well as from E to
E with their given Hermitian products.

We are now ready to define the multihomogeneous projective Newton iteration
for f. We denote this map as Ny : [[, E; <,

Ny(x) =z — (Df(x)|p) f(2).
As for the affine versions of Newton’s method, define

1
k—1

k T
D" f(x) ),

k!

1(f,2) = max(L,sup |(Df ()],
E>2

Bi(f,x) = (Df(@)e) o]l @)1,
al(fa J)) = 61(f7x)'71(f7x)-

In the definition of v1(f,x),| ||+ is the operator norm with respect to ( , )
These invariants satisfy the following:

*1(f, xAx) = x1(f, x)

for any x € E*, A € G*. We recall that for 1 < ¢ < k the Riemannian distance in
P(E;) is given by

T

dr(x;,y;) = arccos
(o) el

and in P(Eq) x ... x P(Eg) by

A 1/2
dr(z,y) = (Z dR($i7yi)2> ;

i=1
where z = (21,...,2;) and y = (y1,...,yx) € E*. In fact we will use here the
distances defined in P(E;) by

dp(xi, yi) = sindr(xi, ys),
and in P(Eqy) x ... x P(Eg) by

. 1/2
dp(z,y) = (Z dP(xivyi)2> :
i=1
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Our main theorem in this section is the following;:

Theorem 7. There is a universal constant v, > 0, approximately equal to .15872,
with the following properties: Let ¢ € E* be a zero of f, with Df(C)|cr injective
and x € E*, such that

dP(fE,é')'Yl(f, 4) < Yu-

Then the multihomogeneous Newton sequence xo = x, Tx4+1 = Ny(zx), converges
to ¢ and, for each k > 1,

dp(G,mx) < (;)Qk_ldp(m.

Theorems 5 and 6 now have their multihomogeneous analogues, which follow
from Theorem 7 instead of Theorem 1. We don’t bother to state them.

II. THE PROOFS OF THEOREMS 1-6

Our proofs of Theorems 1-4 proceed by a series of lemmas. The proofs of Theo-
rems 1-3 are analogues of the proofs of the alpha and gamma theorems in [22] and

2].

We frequently use the notation 7w to denote orthogonal projection on G.

Lemma 1. When Df(z) is injective and

V2

u= ||z —yln(f,r)<1- -

then:

1. Df(y) and T, py@)Df(y) are injective;
2. Df(z)'Df(y) is nonsingular, and its inverse is equal to

3. [(DF(@) DY) < S8
Proof. We have

D*f (=)

Df() (Df(x) - DI ) = ~Df @) S k2L (i,
E>2
so that
D5 (D) = DEwI < 3 1Dy L g
E>2
<Y kn(foa)t - o] = ﬁ S1<t,
E>2

since u < 1 — g By a classical argument idg — Df(x)"(Df(x) — Df(y)) =
Df(z)'Df(y) is invertible, and its inverse is bounded in norm by

1 C (1—w)?
1_(ﬁ_1)  P(u)

I(Df (@) Dfy) ] <
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Moreover we have

(Tim D7) DI () Df(@)(Df(x) Df(y))

= (Tim D@ DF W) 0 (Tim ppoyDf(y)) = idg

and this proves 2. D f(y) is injective because 7, ps)Df(y) is also injective. O

Below we will use the following lemmas. Let A, B : E — F be two injective linear
bounded operators with closed range. Let us define

pa = inf ||Az|.
flzll=1

Lemma 2. 1) A = u3', 2) |ua — sl < 1A - BJ.
Proof. The proof is easy, and is left to the reader. O
Lemma 3 (Wedin Theorem).

1AT = BY|| < v2||AT||| BT[] A - B

A proof of this lemma is given in Stewart-Sun [24] for m x n matrices with m > n
and rank A = rank B = n. In fact this proof is valid in the more general context
we deal with here.

Lemma 4. If Df(x) is injective and

w=llo—yln(fiz) < 1= 22
then
(1— w2
IDf()T| < | Df()T| O
Proof. We have
k
D1y) = i) + SR (e

E>2

so that
156 - D1 < D517 (= —1)-

By Lemma 1 Df(xz) and Df(y) are both injective, so that, by Lemma 2,
lte — iyl < |Df(y) — Df(z)|. Moreover,

wt =DM, uet =D,

-  DHa IR WO
ty = bz — [ Df(y) = Df(@)]| = pa <2 (1_u)2) e )2
because u < 1 — g Thus
—u)? —u)?
D =1y = s o) < i e = s I
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Lemma 5. Let ¢ € E with Df()Tf(¢) = 0 and Df(() injective. For any x € E
such that

b= le=aln (o) <1- 22

we have

) 20 — v? )
IDS@)" SN < V== (1. 0)

Proof. By Lemma 3 we have

IDf @) FON = 1(Df ()" = DFODHFQ

< V2 Df (@) IDSOMIDS (x) = DFONIF Q-
We now use Lemma 4 to bound ||[Df(x)t[|. As in the proof of Lemma 3 we get

IDf(@) — DIQ < IDFOT ( L 1) ,

(1—wv)?
so that
D510l < Va0
DA (= = 1) IO
and we are done. |

Lemma 6. Under the hypothesis of Lemma 5 we have

2
81 (f,0)-

v 2v
[Ny(z) = (]| < ||$—€||w +V2 o)

(v)
Proof. We have
Ny(z) =¢ =2 (= Df(2) f(x)
= Df(@)'(Df(@)(z = ¢) = f(x) + £(Q)) — Df(@)'£(C))-
Thus
[Nf(z) = ¢ < IDF@)TIDf () (@ =) + f(C) = f@)]| + 1D (@) QI

Moreover,

DI~ Q) ~ f@) + () = Stk - )T e o,

E>1

so that
IDf(z)(z =) = f@) + FOI < IDFQN - Ollﬁ~

By Lemmas 4 and 5 we get

(1—v)?
P(v)

VIR ).

||Nf($) - C” < (1 _ U)Q w(v)

[l =<l
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Proof of Theorem 1. We have

v
Ne(x) = (|| < —||lz = (]|
[Ny () = €]l w(v)ll [
When v < 5_f7 then w&) < 1, and by induction

2k—1
M@ <l < (555) o=l

When v < 3*2‘/7 then wzjv) < 1/2, and we are done. O

Proof of Theorem 2. We have

v 20 — 02
[Ny(z) = < WHQT — ¢+ ﬁwﬁl(ﬁ Q)
or, equivalently,
v 2—v
Vi) =l < (i + VIR n(£.0)) el
When 2v2a1(f,¢) < 1 and v is small enough we have

v 2—w
)\:W+\/§Wal(fa€)<lv

so that
[Ny (@) = ¢l < Allz = -
An induction finishes the proof. O

Lemma 7. The derivative of the Moore-Penrose inverse of A, when A is an injec-
tive bounded linear operator with closed image, is given by

DAYE) = —ATEAT + (A*A) ' E* (i aye-

Proof. Since AT = (A*A)~'A*, the lemma follows by straightforward differentia-
tion. |

We deduce from this result an expression for the derivative of N¢(x):
Lemma 8. When D f(x) is injective, then
DNy (z)é = Df(2)'(D*f(2)2) D (z)' f (x)
— (Df(x)"Df ()" (D*f(2)&) Tim D s+ f(2)-
The proof uses both the chain rule and Lemma 7. O
Lemma 9. When D f(z) is injective, then
DNy ()| < daa(f, ).
Proof. By Lemma 8 and the fact that for any linear map A, | A|| = [|A*]],

IDNy ()| < 2| Df () || D*f (@) | Df () |1 f ()]
<A (f,2)p1(f, ) = das(f, ).



NEWTON’S METHOD FOR OVERDETERMINED SYSTEMS 1109

Lemma 10. When Df(x) is injective and v = ||z — y||y1(f, ) <1 — i, we have

L pi(fy) < (111,(2) (Br(f,2) + 25 ly — 2l + [ D@D f (@) [y — «l),
2. 71(.]07 ) —= %

3. a1(f,y) < Fate (o (f2) + 45 + I DF@)IIDf ()1 w).
Proof. 3) is a consequence of 1) and 2). 1) goes as follows:
k
1) = 1)+ DI — ) + 3 2Ly
k>2
so that

_ u
LF@I < I F @)+ 1DF @)y — 2l + 1Df @) |~y — | T
and we conclude by Lemma 4. To prove 2) we start from

Dkf > Dk-i—éf
k;!(y) - k!é!(x) (v~ =)',

so that

WH(ZJ—@

k-1
WH fl@)t =

By Lemma 4 we obtain

O R et

Df(y)t :
Thus
71(f7 )
S -
S T )
O
Proof of Theorem 3. We have, by Lemmas 9 and 10,
u2
IDN;(y)]| < ( B o (o) + u+||Df($)||||Df(x)THU)
with u = ||z — y[|[71(f,z) <1— g By the mean value theorem this gives
INs(y) = =ll < [Ns(y) = Np(@)lllle =yl + [|Nf (z) — =]
1—u u?
< 4W(041(f, )+ 7 T ez —yll + b
with x = || Df(z)||||Df(2)t||. Suppose now that ||z —yl|lvi(f,z) <A< 1— ‘/75; then
1—u u? Ao
N -zl <4 aq + + Ku)— + —.
IN70) = ol < 4o T b ) 2
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This quantity will be < % when the following estimate is satisfied:

1—-u u?
<
4w(u)2(a1 + —u +ru)A+ a3 <A,
given by
MH(N)2 —AN3 —4rA2(1— )
ar = D)2 +4AN1 -\ = m(x, A).
The best possible A is Aoyt (k) satisfying
m(k, Aopt) = max _m(k, A).

0<A<L1— 2

In that case N sends the ball centered at x with radius m into itself. Moreover,
Ny is a contraction with contraction constant

A—4i( (f )+/\—2+||Df( MIDF@)TIA) <1 -2 <1
RIS A A A gy v B D
and we are done. O

Proof of Theorem 4. With F(z) = || f||? we have $ DF(z) = D f(z)* f(z) and
SDF(x) = Df(@)" Df () + D*f(2)" f(x).

Moreover, when Df(()Tf(¢) = 0, i.e., f(¢) € im Df({)*, the derivative of Ny is
equal to

DNy (¢) = =(DF(Q)"DF(C) T D F(O)F(C).

Let us denote p¢ = infj, =1 [|Df({)z|], so that || Df({)T]| = ,uc_l. We want to prove
that £ D?F({)(x,z) > 0 when |[lz|| = 1. We have

%DQF(C)(MC) = [IDF(Q)xl® = (f(0), D*£(¢)(x, x))
> g = IFONID*F () (@, )|
pe = IDFOMPIFOIND () (@, 2)])

> pg(1 =21 (f,¢)) > 0.
Moreover,
IDN; (Ol < D)D) HID FOINFQII
= u I FONFON < 2en(f,¢) < 1
so that ( is an attractive point for Newton’s method, and we are done. O

Proof of Theorem 5. Choose 0 = tg < t1--- < t, = 1 such that ||(;, — (.. ]| <

3{){7. This is possible since p = [L¢/ 3;{‘1/7]. Now we claim by induction that
A) Jlzi — Gl < 34%? and
B) llos — Gyl < 541
Fori =0, ||z; — (|| = 0. From A) for 7, B) follows for i since ||, — G, || < 33‘?.

Now A) follows for i+1 from B) for ¢ by Theorem 1. Moreover, for eachi =1,... ,p,
x; is an approximate zero with associated zero ¢; for f;, by Theorem 1. [l
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Proof of Theorem 6. Theorem 6 follows from 5. We need only see that the length
L¢ of the curve (; is less than or equal to the length Ly, of the curve f;, times pu,
which is proven in the next lemma. O

Lemma 11. L¢ < plLy.
Proof. We have

1 1
Lo = / 1Ly = / il de
0 0

and (|G| < p(fi, G| fell < pll fell by the definition of u(f;, ) and p. 0

III. THE PROOF OF THEOREM 7

Proof of Theorem 7. It will be shown in Lemma 18 that

Ap(N7(2),) < 3dp(e, (PP (£:0)
when f(¢) =0, Df(¢)|cv is injective and

v=dp(z, )1 (f,¢) < vu = .15872.
The proof follows easily by induction. 0

Remarks. 1. The quantities Ny(z) and dp appearing in Theorem 7 satisfy the
following invariance properties : for any A € G* and z € E*, N¢(xAz) = xANs(x)
([, Proposition 1) and dp(xAz,() = dp(z,¢). For this reason we can substitute
for & the quantity x Az, so that x\z — ¢ € x*. This is accomplished with

A = <Ci;xi>i.

(T, m4)i
This quantity cannot be equal to zero because, in such a case, dp((;, z;) = 1 and
consequently dp (¢, z) > 1, contrary to the hypothesis v < .15872. For this reason

we suppose in the following that
r—(eaxt.
In this case
dp(z,¢) = ||z — (llc.

2. We also use here the concept of distance between two vector subspaces in E.
If V and W are two such subspaces, this distance is the maximum of the sine of
a given u € V with its orthogonal projection in W. This distance is denoted here
by d¢(V, W) because it is related to the Hermitian structure ( , )¢. Various results
concerning the distance between two vector subspaces are proved in [4], section 2.1.

Lemma 12. d¢(V, Vo) =de(Ve, Vi) <w.
Proof. See [4], Proposition 4.1 and Lemma 4.a. O

Lemma 13. When f(¢) =0 and Df(C)|c+ is injective, then
1) kerDf(¢) = V¢,
2) imD f(¢) = imD f(C)]¢+.
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Proof. By Euler’s formula
k
Di(O(xAC) = fi(¢) Y dj); =0,

1

J

so that Ve C kerDf(C). Since Df(C)|¢ is injective we have ¢+ NkerD f(¢) = {0},
so that ¢+ =V, = kerDf(C). O

Lemma 14. Ifv <1, f(¢) =0 and Df(()|c+ is injective, then D f(C)|,+ is injec-
tive and

imDf(¢) = imDf(C)lc+ = imDf(C)z+-

Proof. Since v < 1, by Lemma 12 we have d¢(V,, Vo) = de(Ve,Ve) < 1, so that,
by [4], Proposition 4.3, V,, N (*+ = {0} and the orthogonal projection 7 : z+ — ¢+
is an isomorphism. Thus, for any u € x+ we have Df(¢)u = Df({)mu, so that
imD f(¢)|,+ = imDf(C)|c+, and the conclusion holds. O

Lemma 15. Ifv <1, f({) =0 and Df(C)|c+ is injective, then:
D IDFOIL = DAL e < == IDFOIL Ilc

V1 —v?
2 DA [ < (1 ; ) IDFOIL I

v
V1—12
Proof. By Lemma 14, for any y € imDf(() we can find a preimage a € ¢+ and
another preimage b € z. In other words, a = Df(§)|ZLy, b= Df(§)|Ly and
b—a € kerDf(¢) = V. Since

de(zt,¢h) = de(Ve, Vi)

(see [], section 2.1), and a = 7y, b, b € 2, we get
lla — bll¢
lall¢
But tanarcsinz = 2/v/1 — 22 and, by Lemma 12, de(Ve, Va) < v <1, so that
la—blle . de(Ve, V) v
lalle = /T=de(Ve,Va)2 ~ VI—02

< tanarcsindc (V¢, Va).

We now notice that

IDFOIE N = max o

and

—b
IDFOIE = DAL Nl = max%’

to complete the proof. O

Lemma 16. Ifv < .25, f(¢) =0 and Df(()|c+ is injective, then

1) Df(x)|zv is injective,
14—

2) D@} Il < M IDFOIL e
1_(1+ m)((l_v)g _1)
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Proof. By Taylor’s formula
Dk+1
pf)= s+ T o,
E>1 ’
so that

DO (DFQOles = DI@L,) = ~Dr(Q)l}, 3w 2LE

k>2

- C)k_l |zL'

Since Df(()|,+ is injective (Lemma 14), we have Df(C)PLDf(C)lIL = 4dy.. Thus

. D¥ f( ) _
lidzs ~ DAOIL D@ lle < 3 RIDAOL NPT e e
k>2
and by Lemma 15
DEf(¢ _
<+ ) S HIDSC N N @l s
k>2
v 1

<(1+

T _1]2)((1 0 1).

This last quantity is < 1 because v < .25. By a classical linear algebra argument,
Df(C)|;LDf(x)|mL is invertible and its inverse satisfies

(DFOI L Df(x)],0) 7t < v : 1

1—(1+m)((1_0)2

_1).

Let us write

Timp (o). DF@)|or = DF(Q)]r (DA D (2)],0),

the composition of an injective and an invertible map. We obtain that 7D f(xz)|,+
is injective, so that D f(x)|,. is itself injective. Moreover,

Df ()}, = (DFOILDf(@)los) (D OILL D (@)]s) DS ()]

= (DS DF@)]ar) DI Timp s,
so that, by Lemma 15,

1 v
IDf @)Ll < (1+ DI e,
T Ly VI o
V1I—v2" (1 —v)?
and we are done. O

Lemma 17. Ifv < .25, f(¢) =0 and Df(C)|c1 is injective, then

v 1

1+
IV @)~ Clle < =02 U0 e~

1_(1+ m)((l_v)g _1)
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Proof. Since we have supposed that x — ¢ € o and because D f(x)|,. is injective,

we have
Ny(x) = ¢ = Df @)L (Df(@)(z = ¢) = f(=))
and by Taylor’s formula for both D f and f at ¢
Dk
— @)l Y- 2@ o
E>2 ’
so that
Dk
) — clle < IDf @ e S0k~ IZHEey
k>2 ’
and by Lemma 16
1+ %
< AL Sk = Dfja — ¢flcv L
POt = e )

This completes the proof. [l

Lemma 18. When f(¢) = 0, Df(()|cx is injective and v = dp(x,{)71(f,¢) <
Yu = 15872, then

Ap(N7(2),Q) < 5dp (e, P (F,0).

Proof. This is an easy consequence of Lemma 17; .15872... is the smallest positive
root of the equation

(10]

v 1
(1+\/1_U2)(1_v)2 'U:l
1—(1+ — ! 2

= T
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